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Abstract 
As oilfield developments become more technically and 
economically challenging, Flow Assurance has become crucial 
to the feasibility of projects.  Consequently, Flow Assurance 
issues, such as hydrates or wax deposition must now be 
considered early in concept selection.  Modern numerical 
methods, coupled with the latest software engineering 
techniques, now allow the rigorous calculation of multiphase 
thermal-hydraulic behaviour in an integrated asset model 
(IAM) on timescales acceptable for concept selection.  The 
paper describes the application of a new IAM tool to analyse 
options for the development of fields in the Western part of 
BP’s Angolan deepwater Block 18.  Novel aspects include the 
embedding of field scheduling rules such that the drilling 
schedules were predicted automatically from the model.  In 
addition, different field architectures were considered, 
including tubing and pipeline sizes, looping of pipelines and 
subsea multiphase boosting, and the impact on production 
rates and drilling schedules was quantified.  Furthermore, the 
option to tie back to the planned Greater Plutonio FPSO was 
also modelled with the forecast ullage profile being imposed 
on production from the new fields.  All calculations were 
performed using rigorous multiphase thermal-hydraulic 
models allowing Flow Assurance constraints to be analysed 
simultaneously. 

 
Introduction 

In the last decade, as oil companies have begun to explore 
and develop fields in deep and ultra-deep waters, numerous 
Flow Assurance issues have come to the fore and have started 
to drive field concept selection.  In particular, problems 
associated with poor deliverability, thermal performance and 
wax/hydrate avoidance have presented challenges that have 
necessitated special measures such as subsea production 
boosting and highly insulated production flowlines. 

In the early stages of design, during concept selection, it is 
critical that unworkable development concepts are screened-
out leaving only those that are technically feasible.  Moreover, 
since economic feasibility is strongly governed by the 
achievable production rates and revenues, reliable predictions 
of system deliverability are also essential. 

In the past, field development designers have been 
somewhat fixated on capital expenditure (CAPEX) and to a 
greater or lesser extent have focused their efforts on 
modifications to drive down costs.  However, while this 
approach is not unreasonable given the tools available to them, 
failing to properly quantify the effects of these changes on the 
system deliverability, and hence the revenue stream, is 
frequently detrimental leading to sub-optimal designs.  This is 
especially true given the sensitivity of project economics to 
the production rates achieved in the initial years of production. 

This paper describes the application of a new IAM tool, 
called Maximus, to the selection of development concepts for 
BP’s planned Western Area Development (WAD).  This 
future development is located in Angolan deepwater block 18, 
and comprises of five potential fields, approximately 30km to 
the West of the planned Greater Plutonio FPSO. 

Owing to the distribution of the fields, WAD presents 
several Flow Assurance challenges.  In addition, given the 
comparatively small reserves base of the five fields, proper 
assessment of system deliverability was considered essential.  
Hence, it was decided to screen all reasonable field 
developments options using the new IAM tool to provide 
accurate system deliverability predictions through the lifetime 
of the project, while simultaneously applying various Flow 
Assurance constraints.  Thus, it was possible to quantify the 
effects of a range of system parameters on the production rates 
and operability of each concept. 

First, the paper provides a description of the novel 
mathematical methods providing the foundations of the IAM 
tool.  This is followed by a discussion of the physical 
modelling required to achieved accurate predictions of the 
thermal-hydraulic behaviour of multiphase oil and gas 
production systems.  The paper then presents some example 
results from the WAD analysis work.  These examples address 
the deliverability calculations, which were performed to 
generate forecast production rates for a wide range of 
scenarios, thus allowing rigorous economic scrutiny of the 
proposed concepts.  In addition, examples are presented which 
show the application of the IAM tool to the assessment of 
thermal performance and system operability. 
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Mathematical Modelling 
In mathematical terms, oil and gas production systems, 

comprising of wells, flowlines, risers and topsides processing 
facilities, form digraphs of nodes connected together by 
branches or edges (Wilson and Watkins, 1990).  Figures 1 and 
2 show two example digraphs of a three well subsea 
production system and a topsides separation and 
recompression train respectively. 

For the purposes of the analysis, all equipment items that 
have a single fluid input and a single fluid output are defined 
as branches leaving all other equipment items as nodes.  
Hence, tubing strings, flowlines and risers are defined as 
branches together with other equipment items such as chokes, 
pumps or compressors.  Other equipment items, which may 
have multiple inputs and outputs, for example manifolds or 
separators, are defined as nodes in the digraph. 

 
Figure 1: Example Digraph – Three Well Oil Producti on System 

 
Figure 2: Example Digraph – Topsides Processing Fac ilities 
 

To solve the network problem, balancing the pressures and 
flows and conserving mass, momentum and energy across the 
network, the new IAM tool follows an equation oriented 
approach rather than the more traditional sequential modular 
approach.  The equation oriented approach was first proposed 
by Sargent and Westerberg (1964) as a general method by 
which chemical processes may be simulated.  However, it was 
not until the late 1980s that the first commercially available 
process simulator “SPEEDUP” became available (Pantelides, 
1988).  The advantages of the equation oriented approach are 
its generality and its ability to reduce a problem to the most 
convenient set of subproblems before solution. 

Unlike the sequential modular approach, the equation 
oriented approach does not seek to define the structure of the 
solution method a priori.  In view of this, it is able to solve a 
much wider class of problems.  The first step in the application 

of the method is to formulate the entire set of equations 
describing the behaviour of a particular network.  Each 
equipment item contributes its own equations and variables.  
However, the topology of the network, which gives rise to 
connectivity between the equipment items, implies that 
adjacent equipment share variables.  In general, the system of 
equations formulated is non-linear and takes the form: 

 (((( )))) 0xF ====  (1) 

Where: (((( ))))T
N1Ni21 F,F,,F,,F,FF ----==== ��  (2) 

 (((( ))))T
M1Mj21 x,x,,x,,x,xx ----==== ��  (3) 

Initially, the system of equations contains more unknowns 
than equations (M>N) and cannot be solved until M-N 
specifications are made.  To achieve this, it is usual to specify 
boundary conditions for the network, for example source and 
sink pressures or flow rates, and model parameters such as 
tubing diameters or pump duties.  However, the power of the 
equation oriented approach is that it does not usually matter 
which set of specifications is made provided that the resulting 
system of equations is structurally sound and represents a 
well-posed problem.  This offers very significant benefits over 
traditional solution methods, in which the algorithm defines 
the variables that must be specified, because problems can be 
solved more flexibly.  For example, in pipeline design an 
equation oriented solution allows the designer to specify the 
pressure and temperature changes along a pipeline together 
with the flow rate and solve for the required diameter and 
insulation thickness.  Thus, the designer’s questions are 
answered more directly. 

Once a well-posed problem has been formulated, the 
system of equations is analysed symbolically to determine 
which is the best method of solution.  Since most practical 
networks are represented by thousands of equations which 
give rise to a large sparse matrix (containing a high proportion 
of zero elements), there is considerable benefit to be gained by 
analysing the system of equations to identify the most efficient 
solution strategy.  The new IAM tool seeks to block 
triangularise the larger matrix (Duff et al, 1986) thus reducing 
it to a set of much smaller blocks that may be solved 
separately. 

It is interesting to note that the block triangularised form is 
closely related to the topology of the problem and the 
specification of boundary conditions.  For example, if a 
production system is configured such that the solution may be 
achieved sequentially by integrating along the flow path from 
the sources to the sink, the block triangularised system will 
consist of a lower triangular matrix where the order of solution 
of the equations is from top to bottom.  Hence, for an N 
equation system, the problem is reduced to N single element 
blocks which represents the simplest solution strategy. 

In general, however, the blocks emanating from the block 
triangularisation do not all contain single elements and a 
multidimensional method is required to solve each individual 
block.  The new IAM tool uses a globally convergent variant 
on Newton’s method (Burden and Faires, 2001).  If the system 
of equations represented by the block to be solved is: 

 (((( )))) 0zG ====  (4) 
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Then the iterative method defined by Newton’s method is 
given by: 

 k1kk1k GJzz
----++++ ----====  (5) 

Where z  is some subset of the original variable set x  and 

G is some subset of the original equation set F .  The 
superscripts k and k+1 refer to the old and new iterates 
respectively.  The matrix J  is the Jacobian matrix whose 

elements are defined as: 

 
j

i
j,i z

G
J

¶¶¶¶
¶¶¶¶

====  (6) 

For the new IAM tool, the Jacobian matrix is initialised 
with analytic derivatives where possible, and finite difference 
estimates when analytic differentiation is not possible for 
whatever reason.  Computing the Jacobian can be 
computationally expensive and it is often unnecessary to 
calculate it exactly at each iteration.  In view of this, a smart 
update method has been implemented.  This method is a 
variant on Broyden’s least-change secant method (Broyden, 
1965) coupled with analytic updates. 

Using the iterative map represented in Equation (5), it is 
possible to solve the block of equations before moving on to 
the next block.  Once all the blocks have been solved, then the 
entire network solution has been achieved. 

Since most practical network problems in oil and gas 
production contain distributed branches, such as tubing 
strings, flowlines and risers, the network solution described 
thus far usually contains embedded spatial integrations.  To 
guarantee accuracy and efficiency, a high-order adaptive 
method is used, based on a Cash-Karp Runge-Kutta scheme 
(Cash and Karp, 1990).  Thus, accurate integrations are always 
achieved, even if the equations being integrated undergo steep 
gradient changes, because the integration step length will be 
modified accordingly.  Figure 3 presents the results of an 
integration along a pipeline in which hydrate formation has 
occurred.  During hydrate formation, the temperature becomes 
effectively isothermal and this gives rise to discontinuities as 
shown.  In the vicinity of a discontinuity, the integration step 
length is reduced to resolve the behaviour and give an accurate 
integration.  Moreover, in regions of shallow gradients, the 
step length is increased so as to take large efficient strides 
while still maintaining integration accuracy. 
 

 
Figure 3: Pressure-Temperature Profile with Hydrate  Formation 

The method described above is used for solving networks 
for a given set of boundary conditions and specifications at a 
given instant in time.  However, for life of field forecasts, the 
IAM tool is able to integrate forwards in time.  This 
integration also utilises a higher-order adaptive method and 
will therefore reduce the step length to resolve sharp gradient 
changes, for example when a field falls off plateau, but will 
increase the step length where possible, for example during 
decline production. 

Finally, also embedded in the new IAM tool is a general 
equation parser.  This facility allows new equations or 
conditional constraints to be included in a model to modify its 
behaviour.  This makes the tool extremely flexible as will be 
illustrated in the later discussion. 
 
Physical Models 

The physical models included in the new IAM tool 
describe, mathematically, the behaviour of reservoirs, wells, 
trees, manifolds, flowlines and risers together with other 
equipment items such as pumps, compressors, expanders, 
separators, heaters, coolers, chokes, valves and non-return 
valves.  However, the number of individual models provided 
in the IAM tool is sufficiently large for it to be impractical to 
attempt to describe them all here.  Hence, the discussion is 
confined to reservoirs, tubings, flowlines and risers. 
 
Reservoirs 

For the purposes of reservoir mass balance, the IAM tool 
includes both a one-dimensional tank model based on area-
depth charts (Dake, 1978) and a lookup table interpolation 
method.  For the WAD analysis, lookup tables were provided 
by BP’s reservoir engineering team.  These tables described 
the variation of static reservoir pressure, gas-oil ratio and 
watercut as functions of the cumulative oil production.  The 
data comprising the lookup tables were generated using both 
analogue reservoir models and full reservoir simulation 
models. 

The drainage zone in the near well bore region can be 
modelled using standard inflow performance relationships 
(IPRs), such as those developed by Fetkovich (1971) or Vogel 
(1968).  For the WAD analysis, a bespoke IPR was used based 
on early experience gained by BP’s reservoir engineering team 
modelling similar reservoirs.  This function utilised a modified 
oil productivity index (PIo), which was a function of the 
instantaneous watercut (W): 

 (((( ))))bhfresoo ppPIQ ----====  (7) 

Where: (((( ))))[[[[ ]]]]Wf1PIPI 0
oo ++++====  (8) 

Tubings, Flowlines & Risers 
Tubings, flowlines and risers are similar in that they are all 

examples of diabatic multiphase flows in cylindrical tubes.  
However, as the angle of inclination changes from horizontal 
to vertical the applicable multiphase flow models vary.  The 
new IAM tool includes a variety of published multiphase flow 
correlations including Duns and Ros (1963), Hagedorn and 
Brown (1965), Orkiszewski (1967) and Beggs and Brill (1973, 
1991).  In addition, the tool also includes some of the later 
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more mechanistic methods such as Ansari et al (1994), Petalas 
and Aziz (1998) or BP’s GRE method (Mackay, 2006). 

After selecting applicable multiphase models for each 
component of the production system, the IAM tool integrates 
the mass, momentum and energy equations along the flow 
path as mentioned previously.  The embedded multiphase flow 
models are used to supply local values of the multiphase flow 
parameters such as the liquid holdup and the frictional 
pressure gradient. 

For the modelling of tubings, flowlines and risers the 
integration performed represents a rigorous solution of the 
thermal-hydraulic problem and makes no attempt to simplify 
the physics by, for example, neglecting the energy equation. 
 
Physical Properties 

Key to the accurate prediction of thermal hydraulic 
behaviour in production systems, is the calculation of reliable 
physical properties and phase behaviour.  This is an aspect of 
the simulation which is often overlooked.  However, the 
results of the simulations depend strongly on the physical 
property modelling.  In particular, for deliverability calc-
ulations, where one is trying to predict the achievable 
production rates, the results are strongly influenced by the 
local phase behaviour (especially the proportion of material in 
the gas phase) and the gas density.  The reason for this is that 
these parameters affect the local void fraction and fluid 
velocities which in turn influence the frictional and 
gravitational pressure losses. 

Physical properties and phase behaviour are predicted in 
the new IAM tool using either blackoil or compositional 
modelling.  Several blackoil models are available for 
predicting phase behaviour (i.e. solution gas-oil ratio and 
bubblepoint), such as Standing (1947), Lasater (1958) or 
Vasquez and Beggs (1980).  In addition, these models may be 
tuned to measured conditions, specifically the stock-tank gas-
oil ratio and the bubblepoint pressure. 

In respect of thermal predictions, the blackoil modelling 
has been extended compared to other implementations.  In 
particular, the blackoil enthalpy is calculated at local 
conditions of pressure and temperature by integrating the First 
Law equation (Bett et al, 1992): 

 Tdsvdpdh ++++====  (9) 

Using the method proposed by Alves et al (1992) the 
statement of the First Law becomes: 
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 (10) 

Calculating the blackoil enthalpy using this method means 
that accurate thermal predictions can be made, and physical 
phenomena, such as expansion (“Joule-Thomson”) cooling 
and frictional heating, may be represented. 

In addition, blackoil modelling is implemented in a 
compositional framework whereby each blackoil is comprised 
of three components: a stock-tank gas, a stock-tank oil and 
water.  Thus, when dealing with mixtures of different 
blackoils originating from different reservoirs, it is possible to 
compute reliable mixture properties and phase behaviour by 

the application of appropriate mixing rules.  These mixing 
rules are also applied to the matched fluids such that the 
matching information is carried through to parts of the 
production network transporting mixtures of fluids. 

While blackoil fluid descriptions have great utility in the 
early stages of design when PVT analyses are unavailable, in 
the later stages better fluid representation is achieved using a 
fully compositional approach.  For calculating compositional 
physical properties, the new IAM tool has a dynamic link to 
the thermophysical properties simulator MULTIFLASH 
(Infochem, 2006). 

However, while the MULTIFLASH simulator gives 
accurate and rapid thermophysical properties predictions, the 
overall computational cost in large multiphase network 
simulations can be prohibitive because of the many millions of 
flash calculations required.  To improve the efficiency of these 
calculations, but at the same time preserving the accuracy, 
several refinements have been incorporated.  For example, the 
new IAM tool includes a PVT characterisation feature that 
allows raw gas and liquid PVT analyses to be recombined and 
tuned to measured data.  This process aggregates the single 
carbon number cuts (SCNs) into larger pseudo components 
thus reducing the overall component list and increasing the 
computational speed. 

In addition, the most computationally expensive operations 
in multiphase network simulations are integrations along pipe 
objects such as tubing strings, flowlines and risers.  To reduce 
the effort required for these integrations, a physical property 
tunnelling scheme has been implemented whereby phase 
equilibrium and physical properties calculations are performed 
only along the pipe pressure-temperature path and 
multidimensional interpolation is used to compute properties 
locally.  In order to avoid errors when interpolating across 
phase boundaries, the scheme detects these and switches to 
local flashing when in the vicinity of such a boundary. 
 

 
Figure 4: Phase Diagram with Areas of Multiple Coex istent Phases 
 

From the point of view of applying Flow Assurance 
constraints during integrated asset modelling, accurate 
predictions of physical properties and phase behaviour are 
essential.  The interface between the new IAM tool and 
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MULTIFLASH has been generalised such that multiple 
coexistent phases, including gas, oil, water, hydrate I, hydrate 
II, hydrate H, ice, wax and asphaltenes can be predicted in 
production systems.  Thus, the calculations are able to warn 
when systems are operating in problematical regions such as 
the hydrate envelope.  Figure 4 presents a phase diagram 
generated by the new IAM tool showing regions of differing 
phase behaviour including the hydrate region at lower 
temperatures. 
 
Development Options 

There are five fields comprising the Western Area 
Development: Platina Main, Platina West, Chumbo West, 
Chumbo Main and Cesio.  Two development options were 
considered: the Standalone Case (Figure 5) and the Tieback 
Case (Figure 6). 

A schematic of the Standalone Case is presented in Figure 
5.  A new FPSO is situated centrally to the Platina and 
Chumbo fields in approximately 1500m of water.  The 
flowline lengths from the FPSO to Platina Main, Platina West, 
Chumbo West, Chumbo Main and Cesio were 3.0, 3.1, 9.3, 7.3 
and 23.9 km respectively.  For the purposes of hydrate 
prevention during shutdown, link flowlines were provided 
between the Platina and Chumbo manifolds to allow 
displacement operations and hot oil flushing to be performed.  
For the Cesio tieback, it was assumed that a parallel service 
line would be provided. 
 

 
Figure 5: Western Area Development Standalone FPSO Case 
 

 
Figure 6: Western Area Development Greater Plutonio  Tieback 
 

A schematic of the Tieback Case is presented in Figure 6.  
In this case, options for tying back production through the 
planned Greater Plutonio FPSO were evaluated.  The 
arrangement of flowlines for Platina and Chumbo is similar to 
that for the Standalone Case, except now the flowlines feed a 
central manifold.  However, owing to the comparatively 
remote location of Cesio, production fluids from this field are 
taken directly to the Greater Plutonio FPSO. 
 
Benchmarking and Validation 

As a precursor to the main analysis, a benchmarking 
exercise was performed.  This was conducted to ensure 
compatibility with the previous simulation work carried out 
for the Greater Plutonio systems.  A model of the Greater 
Plutonio systems was built in the new IAM tool consisting of 
the Northern fields, Galio, Cromio and Paladio, and the 
Southern fields, Cobalto and Plutonio (refer to Figure 6).  This 
arrangement had been simulated previously using a network 
model built in Schlumberger’s ECLIPSE software where the 
wells and risers were modelled using the Hagedorn and Brown 
correlation (1965) and the flowlines were modelled using the 
Olga-S correlation (Bendiksen et al, 1991), by supplying 
Vertical Flow Performance tables to ECLIPSE. 

Predictions were made using the new IAM model and 
compared to the results from the ECLIPSE model.  The new 
model assumed Hagedorn and Brown for the wells and risers 
coupled with a modified version of the Beggs and Brill flow 
correlation for the flowlines.  Good agreement between the 
predicted system pressures was achieved with the differences 
being less than ± 5%  as shown in Figures 7 and 8. 

 
Figure 7: Greater Plutonio Benchmarking, Southern S ystem A 
 

 
Figure 8: Greater Plutonio Benchmarking, Southern S ystem B 
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Deliverability and Production 
The analyses of both options were subdivided into 

investigations of deliverability and thermal performance.  For 
the deliverability work, simulations were performed with 
pressure boundary conditions at the reservoirs and FPSO and 
the production rates were predicted through field life.  Many 
simulations were performed to generate different production 
profiles corresponding to different system geometries.  In 
particular, the effects of tubing and pipeline sizes, the looping 
of pipelines and subsea multiphase boosting, were all 
quantified. 

A novel aspect of the work was in the treatment of drilling 
schedules.  Rather than specifying the drilling schedule, as is 
usually the case, the simulations were configured to predict the 
drilling schedule necessary to meet a specified production 
target. 

For the Standalone Case (Figure 5), the order of 
precedence of field startup was defined as Platina Main, 
Platina West, Chumbo West, Chumbo Main and finally Cesio.  
At first oil, production came from Platina Main alone.  
However, as the deliverability of Platina Main reduced, due to 
increasing watercuts and falling reservoir pressures, there 
came a time when this field alone could no longer meet the 
plateau production rate for the FPSO.  At this point, 
production from the second field, Platina West, commenced to 
bolster Platina Main production and meet the plateau 
production rate.  Figures 9 and 10 show the predicted 
normalised oil and liquid production rates respectively.  The 
normalised oil and liquid rates are defined as follows: 

 
p,o

o
o Q

Q
Q
~

====  (11) 
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Q
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====  (12) 

Where Qo,p and Ql,f are the oil target plateau rates and the 
FPSO liquid handling capacity respectively. 

Figure 9 shows how successive fields come on stream to 
maintain the plateau production rate until about year 6 when 
the five fields are no longer able to meet the plateau rate and 
the system enters the decline phase.  To extend the plateau 
period for as long as possible, thus giving optimal economics 
for a given system, an allocation procedure was developed to 
allocate production between the producing fields.  This 
allocation procedure was based on the individual 
deliverabilities of each of the five fields, their instantaneous 
watercuts and the extent of recoverable reserves still 
remaining.  The procedure was developed empirically by 
making adjustments until the plateau duration had been 
maximised. 

From Figure 10, it is clear that the only field to start 
production because of a deliverability constraint is Platina 
West.  Subsequent field startups are initiated because of a 
constraint in the FPSO liquids handling capacity.  Indeed, the 
plateau production period finishes because of the limitation in 
liquids handling capacity and from about year 6 to year 14 
during the decline phase, production rates are curtailed by this 
constraint. 

 

 
Figure 9: WAD Standalone Case, Normalised Oil Rates  
 

 
Figure 10: WAD Standalone Case, Normalised Liquid R ates 
 

For alternative geometries, for example smaller tubing or 
flowline sizes, the system becomes more hydraulically 
constrained and less constrained by topsides capacity 
limitations.  Using the new IAM tool, many simulations were 
performed to investigate the effect on the deliverability, and 
hence the production profile, of different system sizes and 
configurations and different FPSO capacity constraints.  The 
multiplicity of production profiles was then used to inform an 
economics based decision on which configuration was 
optimal. 

Also of relevance to the economic assessment were the 
predicted drilling schedules.  With the IAM model configured 
as described, not only was the production profile predicted but 
also the schedule of field startups.  From this schedule, it was 
possible to derive a well drilling schedule.  For smaller 
capacity production systems, where fields were required to 
start production over a shorter period of time, it was necessary 
to predrill many of the production wells.  In a discounted 
cashflow (DCF) economic assessment, these cases were 
excluded for being sub-optimal because of the extra drilling 
costs brought forward to before first oil.  Production system 
designs that allowed the deferral of drilling expenditure 
(DRILLEX), such that predrilling was minimised and a single 
drilling vessel was fully utilised up to the startup of the final 
field, were found to be best. 

For the Tieback Case (Figure 6), the scope for production 
from WAD fields through the planned Greater Plutonio (GP) 
FPSO was investigated.  For this part of the investigation, it 
was assumed that the GP fluids would be supplied at flow 
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rates in accordance with the project production profile.  A 
model of the Tieback Case was constructed in the new IAM 
tool, as shown in Figure 6, and the flow rates from the GP 
fields (i.e. through the Northern and Southern systems) were 
specified as per the production profile.  Then, by applying the 
GP FPSO oil, liquid and gas capacity constraints, the model 
was configured to calculate the spare ullage in the topsides 
processing facilities.  A rule was introduced to initiate 
production from the first WAD field, Platina Main, when there 
was sufficient ullage to produce at acceptable rates.  The 
acceptable rate from WAD was defined as that rate sufficient 
for the system to operate above the wax appearance 
temperature and to have a sufficient minimum cooldown time 
for hydrate avoidance strategies to be implemented in the 
event of an unplanned shutdown. 

Similar to the earlier figures presented for the Standalone 
Case, Figures 11 and 12 show the normalised oil and liquid 
rates through field life.  The figure displaying the oil rates 
shows how the WAD production only commences when the 
production from the GP fields has dropped off plateau.  The 
WAD production fills the spare ullage on the GP FPSO and 
effectively extends the plateau by about two years.  The figure 
displaying the liquid rates shows that the system is liquid 
capacity constrained from about year 8 to year 10. 

 
Figure 11: WAD Tieback Case, Normalised Oil Rates 

 
Figure 12: WAD Tieback Case, Normalised Liquid Rate s 
 

As with the assessment of the Standalone Case, numerous 
sensitivity calculations were performed to quantify the effect 
of the installed facilities on the production profile.  In 
particular, the size and number of flowlines and multiphase 
boosting were investigated.  For the cases where multiphase 
boosting was analysed, the booster pump was assumed to be 
located at the central manifold. 

Flow Assurance Constraints 
The new IAM tool differs from other tools known to the 

authors in that it solves rigorous thermal-hydraulic models for 
flows through wells, flowlines and risers.  This is achieved by 
solving the coupled conservation equations for multiphase 
flow together with accurate phase behaviour and physical 
properties models.  The benefit of this more rigorous approach 
is not only that the predictions are likely to be more accurate 
and reliable, but that one is able to simultaneously apply Flow 
Assurance constraints.  Thus, using the same model, it is 
possible to make an improved assessment of technical 
feasibility as well as economic feasibility. 

There are numerous Flow Assurance constraints that need 
to be applied to confirm that a system is operable.  For 
example, the flows throughout the system must yield sufficient 
temperatures such that problems associated with wax or 
hydrate formation are avoided.  In addition, to avoid potential 
problems due to equipment erosion, the fluid velocities must 
not exceed erosional constraints.  Furthermore, for fluids that 
are corrosive, the rate of metal loss must not exceed design 
limits.  All of these problems (and numerous others) may be 
addressed directly with the new IAM tool. 

For the WAD analysis, close attention was paid to the 
thermal performance of the subsea systems.  In terms of 
insulation, conventional wet insulation, pipe-in-pipe systems 
and flexibles were all considered.  To evaluate the thermal 
performance of a particular system and its insulation, the 
production profile for the deliverability calculation was used 
as the reference case and then a series of turndown simulations 
was performed.  The turndown simulations were performed at 
fixed well flow rates, at some proportion of the maximum 
deliverability flow, through field life. 

Figure 13 shows the predicted minimum flowline 
temperatures at various turndown percentages.  With a 
knowledge of the cooldown characteristics of the flowline 
insulation system, the minimum flowline temperatures can be 
expressed as cooldown times.  For the purposes of the WAD 
investigation, the cooldown time of interest was the time 
required for the coldest location in the production flowline 
system to reach the hydrate formation temperature.  This 
cooldown time is of interest because it defines how long the 
operator has to implement hydrate avoidance procedures in the 
event of an unplanned shutdown.  In other words, it is a 
measure of the likely operability afforded by a particular 
insulation system. 

 
Figure 13: Minimum Flowline Temperatures through Fi eld Life 
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Figure 14: Minimum Flowline Cooldown Times through Field Life 
 

Figure 14 shows the minimum flowline cooldown times 
corresponding to the minimum flowlines temperatures given 
in Figure 13.  The cooldown times were calculated using the 
following expression: 

 
ambhyd

ambmin,f
CD TT

TT
lnB

----

----
====t  (13) 

Where Tf,min is the minimum flowline temperature, Tamb is 
the ambient temperature and Thyd is the hydrate temperature.  
The parameter B is a specific to the flowline insulation system 
assumed for the simulations.  In this case, the parameter B had 
a value of 14.4 hours corresponding to a wet insulation system 
with a nominal overall heat transfer coefficient of 2.5 W/m2/K 
referenced to the outside diameter of the production pipe.  The 
formula for cooldown time was embedded in the simulation 
model using the general equation parser.  Hence, cooldown 
times were calculated simultaneously with the model 
simulations. 

For the WAD design work, a target cooldown time of 12 
hours was defined.  Using the predicted minimum flowline 
cooldown times for different insulation systems, and at the 
various levels of turndown, the minimum liquid rates that give 
the specified cooldown time of 12 hours can be calculated. 
 

 
Figure 15: Minimum Liquid Rates for 12 Hour Cooldow n Time 
 

Figure 15 presents the results of minimum liquid rate 
through field life for three different wet insulation systems.  
Overlaid on the figure is the nominal production profile and 
comparing the minimum rate curves to this, one is able to infer 
the level of turndown possible while maintaining the minimum 

cooldown time constraint.  In this way, it is possible to 
identify pinch points where the level of acceptable turndown is 
reduced and to evaluate which insulation systems provide an 
adequate level of operability. 
 
Conclusions 

A new integrated asset modelling (IAM) tool called 
Maximus was used during the concept selection phase of BP’s 
Western Area Development in Angolan deepwater block 18. 

The new tool was successfully applied to perform 
deliverability calculations for numerous field architectures and 
designs.  The effects of tubing and pipeline sizes, looping of 
pipelines and subsea multiphase boosting were all 
investigated.  A novel aspect of the investigation was that the 
simulation model was configured to automatically generate a 
required well drilling programme.  This was achieved by 
defining the order of precedence for fields to come on stream, 
implementing a field allocation procedure to divide production 
optimally among the producing fields, and imposing FPSO 
capacity or ullage constraints. 

In excess of one hundred deliverability calculations were 
performed with each generating its own production forecast.  
These data then formed the basis of a comprehensive 
economic assessment of the different options allowing the 
most economic scheme to be identified. 

The new IAM tool draws on recent advances in numerical 
solution methods and software engineering to provide rapid 
and accurate solutions for production networks.  The 
algorithms themselves are based on the equation oriented 
approach to the solution of systems of non-linear algebraic 
equations coupled with a globally-convergent accelerated 
convergence scheme.  The speed of convergence of network 
solutions is such that there has been no need to simplify any of 
the low level physical modelling.  Hence, it was feasible to 
model the flows of production fluids through tubing strings, 
flowlines and risers using rigorous multiphase thermal-
hydraulic models.  Moreover, physical properties and phase 
behaviour were modelled using accurate backoil and 
compositional methods.  Thus, it was possible to achieve 
reliable solutions without the need for introducing simplifying 
assumptions, such as PVT lookup tables, which would 
inevitably lead to a detrimental loss of accuracy and reliability. 

In view of the rigorous and accurate basis of the new IAM 
tool, it was also possible to simultaneously apply Flow 
Assurance constraints to confirm the technical feasibility of 
the options studied.  These constraints included thermal 
limitations for the avoidance of wax and hydrate formation as 
well as minimum cooldown criteria. 

The results of the work demonstrated that recent advances 
in numerical solution methods, coupled with modern software 
design, now allow integrated Flow Assurance modelling on 
timescales acceptable for practical engineering calculations.  
Thus, it is now possible, during the early stages of concept 
selection, to thoroughly analyse both technical and economic 
feasibility using the same simulation tool. 
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Nomenclature 
B cooldown parameter 
cp specific heat capacity 
f general function 
F general function 
G general function 
h specific enthalpy 
J Jacobian matrix 
p pressure 
PI productivity index 
Q volumetric rate 
r  density 
s specific entropy 
T temperature 
t  time/duration 
v specific volume 
W watercut 
x general variable 
z general variable 
 
Subscripts 
amb ambient 
bhf bottom hole flowing 
CD Cooldown 
f FPSO capacity constraint 
f flowline 
hyd hydrate 
i index 
j index 
l liquid 
min minimum 
o oil 
p plateau 
res reservoir 
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